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Abstract
Objective

Diabetes poses significant public health challenges, with many individuals
remaining undiagnosed and at risk of complications. This study aimed to
evaluate the performance of decision tree ensemble methods for predicting
diabetes onset using the Framingham Heart Study Teaching Dataset and to

explore sex-specific risk patterns relevant to Al-driven interventions.
Methods

We analyzed data from 11,627 participants, incorporating demographics,
vital signs, smoking status, medication use, and laboratory measures.
Random Forest classifiers were developed to predict diabetes incidence at
approximately 6-year (Period 2) and 12-year (Period 3) follow-ups. Class
imbalance was addressed using undersampling, oversampling, and the

Synthetic Minority Over-sampling Technique (SMOTE).
Results

The models demonstrated robust performance, achieving an Area Under
the Curve (AUC) of 0.856 in Period 2, and moderate predictive ability in
Period 3 (AUC = 0.732 in males, 0.786 in females). Key predictors in-
cluded glucose level, BMI, systolic blood pressure, age, and heart rate.
Notably, differences emerged in predictive accuracy between men and
women, suggesting potential sex-specific vulnerabilities that merit further

study.
Conclusion

Machine learning approaches, particularly Random Forests, show promise

for medium- and long-term diabetes risk prediction, supporting early iden-
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tification and intervention efforts. Future work should focus on hyperparameter tuning and explaina-
bility techniques, such as SHapley Additive exPlanations (SHAP) values, to improve model precision,
interpretability, and fairness. Equity-focused strategies remain critical to ensure Al-driven tools bene-

fit diverse populations and do not exacerbate existing disparities in diabetes care.
Introduction

Diabetes affects approximately 11.6 percent of the United States population, representing a substantial
public health burden with wide-ranging implications for individuals and healthcare systems alike [1].
Alarmingly, an estimated 22.8 percent of adults living with diabetes are unaware of their condition,
which delays treatment, increases the risk of serious complications, and contributes to rising healthcare
costs [1]. For instance, large datasets from electronic health records (EHR) and other sources can be
leveraged to identify high-risk individuals, prompting earlier clinical follow-up. To that end, this study
utilizes the Framingham Heart Study for diabetes prediction using machine learning-based methods.
Numerous prior works use the dataset for diabetes related studies. Ding et al. (2024) demonstrated that
elevated blood glucose and insulin levels were more strongly associated with cognitive decline in

women, pointing to sex-based vulnerability in neurocognitive outcomes.

Kanaya and colleagues (2022) extended the diabetes risk landscape to include increased susceptibility
to cardiac arrhythmias, further emphasizing the systemic burden of the disease. Kaplan et al. (2022)
found that while male sex initially appeared to predict diabetes incidence, the association diminished
after adjusting for metabolic and behavioral risk factors, underscoring the influence of modifiable con-
ditions. These studies emphasize the need for diabetes interventions integrating vascular, cognitive,
and systemic risk stratification. Most similar to our research, Ai et al. (2025) use the Framingham off-

spring study to predict diabetes using logistic regression.
Objective

Using the Framingham Heart Study dataset, this study investigates the effectiveness and equity of arti-
ficial intelligence (Al) and machine learning (ML) interventions in predicting and reducing diabetes-
related adverse outcomes among women and men. Gradient boosted decision trees were employed to
predict diabetes onset. This exploration is crucial for developing personalized and equitable healthcare
strategies that can significantly improve patient outcomes and reduce the burden of diabetes. Under-
standing how AI/ML models perform across different demographic groups can ensure that these ad-
vanced technologies benefit all individuals, fostering a more inclusive and practical approach to diabe-
tes prevention and management. This work is even more critical as it directly addresses the growing
public health crisis posed by diabetes, striving for a future with more effective prevention and manage-

ment strategies for everyone.
Conceptual Framework

This study investigates the effectiveness and equity of AI/ML interventions in predicting and reducing
diabetes-related adverse outcomes among women and men. Using the Framingham Heart Study da-
taset, gradient boosted decision trees were employed to predict diabetes onset. This exploration is cru-
cial for developing personalized and equitable healthcare strategies that can significantly improve pa-
tient outcomes and reduce the burden of diabetes. Understanding how AI/ML models perform across
different demographic groups can ensure that these advanced technologies benefit all individuals, fos-
tering a more inclusive and practical approach to diabetes prevention and management. This work is

even more critical as it directly addresses the growing public health crisis posed by diabetes, striving
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for a future with more effective prevention and management strategies for everyone. Al can signifi-
cantly reduce the burden of diabetes by accurately predicting its onset using advanced machine learning
models, enabling early detection and timely interventions. By leveraging large datasets, Al identifies
high-risk individuals, prompting personalized preventative care and lifestyle adjustments. This proac-
tive approach helps manage the condition before it progresses, ultimately leading to better health out-

comes, reduced healthcare costs, and a healthier society.

For instance, Ai et al. (2025), in their work, Diabetes Mellitus Risk Prediction in the Framingham Off-
spring Study and Large Population Analysis, published in Nutrients, demonstrate how logistic regres-
sion can be used with the Framingham offspring study to predict diabetes, highlighting AlI's role in risk
prediction. Another relevant and current work is by Kaplan and colleagues (2022). Their article,
"Predictors of Incident Diabetes in Two Populations: Framingham Heart Study and Hispanic Commu-
nity Health Study / Study of Latinos," was published in BMC Public Health in 2022. This research also
contributes to understanding and predicting diabetes onset, further supporting the role of Al and ad-
vanced analytical methods in addressing diabetes mellitus. Many others are currently exploring this

significant topic and showing how AI/ML can be used to change the status quo and address this issue.
Methods

We applied decision tree ensemble methods to predict diabetes onset using the Framingham Heart
Study Teaching Dataset (N=11,627), accessed via Terra's cloud platform. Predictive features included
demographics, vital signs, smoking status, medication use, and lab measurements. Table 1 provides an
overview of the variables explored for this study. The Framingham Heart dataset includes baseline
measurements and two follow-up periods, on average, 6 years apart. We use a random forest to predict
diabetes incidence in each follow-up period. To address class imbalance, we use undersampling, over-
sampling, and SMOTE. Our Random Forest models, adjusted for class imbalance via undersampling,
oversampling, and the synthetic minority oversampling technique (SMOTE), achieved Area Under the
Curve (AUC) > 0.8 for ~6-year predictions (Period 2) and >0.76 for ~12-year predictions (Period 3).
Future work will involve hyperparameter tuning and SHapley Additive exPlanations (SHAP)-based
interpretability to enhance model precision and fairness. Our Random Forest models demonstrated
promising predictive performance for diabetes onset across two follow-up periods. In Period 2
(approximately 2—4 years post-baseline), the model achieved an AUC of 0.856, indicating strong dis-
criminative ability. Precision was 0.158, and recall was 0.688. Future work will examine whether we
can optimize parameters to reduce false positives while maintaining reasonable recall. For Period 3,
representing a longer-term prediction window, model performance was more modest, with an overall
AUC of 0.732 for males and 0.786 for females. Notably, glucose level, BMI, systolic blood pressure,
age, and heart rate emerged as the top predictors, as illustrated in Table 2. These results underscore
the potential of machine learning models to support early diabetes risk identification while highlighting

the need for further refinement to enhance precision and minimize false negatives.
Discussion

These findings revealed that Table 1 summarizes the variables from the Framingham Heart Study da-
taset, including demographic, clinical, and lifestyle factors incorporated into the model. Table 2 sum-
marizes model evaluation results across two prediction periods using baseline data from the Framing-
ham Heart Study. Metrics include precision, recall, and area under the Receiver Operating Characteris-
tic (ROC) curve (AUC), reported separately for male, female, and overall populations. Results demon-

strate consistent model performance with slight variations by sex and time horizon. With machine
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Table 1. List of Predictor Variables and Descriptions Used in the Diabetes Prediction Models
Period Group Patients ]C)iabet%s Precision Recall AUC
ases (%)

Period 2 All 795 32 (4.0%) 0.158 0.688 0.856
Period 2 Male 399 18 (4.5%) 0.169 0.667 0.831
Period 2 Female 488 20 (4.1%) 0.146 0.65 0.835
Period 3 Male 399 31 (7.8%) 0.147 0.645 0.732
Period 3 Female 488 35 (7.2%) 0.192 0.686 0.786

Table 2. Model Performance by Group and Follow-up Period using Baseline Values
Study Variable Description
Age Age of participants
Sex Biological sex (1 = male, 0 = female)
BMI Body Mass Index
SYSBP Systolic blood pressure
DIABP Diastolic blood pressure
CURSMOKE Current smoking status (1 = yes, 0 = no)
CIGPDAY Cigarettes smoked per day
BPMEDS On blood pressure medication (1 = yes, 0 = no)
HEARTRTE Heart rate
GLUCOSE Glucose level
PREVCHD Previous coronary heart disease (1 = yes, 0 = no)
PREVHYP Previous hypertension (1 = yes, 0 = no)
HDLC HDL cholesterol
LDLC LDL cholesterol
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Figure 1. Top Five Feature Importances for Diabetes Prediction Models at Periods 2 and 3

learning, the ROC curve is a graphical tool used to evaluate the performance of a binary classification
model—a model that predicts one of two possible outcomes, such as the presence or absence of a dis-
ease. The ROC curve helps us assess how effectively the model distinguishes between positive cases
(for example, individuals who have the disease) and negative cases (those who do not) across various
threshold levels.

Each threshold represents a decision point where the model decides whether to classify an observation
as positive or negative based on the predicted probability [6, 7, 8]. Likewise, by plotting the True Posi-
tive Rate (Sensitivity) on the y- axis against the False Positive Rate (1 - Specificity) on the x-axis for all
threshold values, the ROC curve provides a visual representation of the model’s ability to differentiate
between the two classes. The closer the curve follows the top-left border of the graph, the better the
model is at distinguishing between positive and negative outcomes. This visualization ultimately allows

us to compare different models and select the one with the best overall discriminatory power [6, 7, 8].

In the findings, Figure 1 provides the top 5 important features for predicting diabetes onset in Periods 2
and 3. Glucose level consistently emerged as the strongest predictor across both periods, followed by
BMI, systolic blood pressure (SYSBP), age, and either diastolic blood pressure (DIABP) or heart rate
(HEARTRTE). The chart illustrates distinct contributions of these features to model performance in

each follow-up period.
Conclusion

Our study demonstrates that machine learning models, specifically Random Forest classifiers, can ef-
fectively predict the onset of diabetes using data from the Framingham Heart Study. The models per-
formed well in the medium-term prediction window (Period 2), with an AUC of 0.856, and showed
moderate predictive ability for longer-term risk (Period 3). Key predictors consistently included glu-
cose levels, BMI, systolic blood pressure, age, and heart rate, which align with established diabetes risk
factors. The results highlight the importance of addressing class imbalance—our use of random under-

sampling contributed to more balanced sensitivity and specificity, particularly in controlling false nega-
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tives, which is critical for timely intervention. While these findings are promising, there is an oppor-
tunity to further enhance model precision through hyperparameter tuning and incorporating advanced
explainability techniques such as SHAP values. These future steps will help improve model transpar-
ency, interpretability, and fairness, supporting the development of equitable, data-driven strategies for
early diabetes risk detection in diverse populations. AI/ML-enabled diabetes interventions show prom-
ise in improving inpatient outcomes but may not be equitably accessed or equally beneficial across all
populations. Equity-focused design, implementation, and evaluation of Al tools are essential to ensure

that technological advancements do not exacerbate existing disparities in diabetes care.
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